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Hyperpersonalisation: a tailored online choice environment

In short Technological developments make it possible to personalise online choice environments, such as apps and websites. Content, tone,
order and design can be tailored to consumer characteristics, preferences and behaviour. In its most advanced form, this is referred to as
hyperpersonalisation. In this report, the AFM explores these possibilities, the current and future applications in the financial sector, and what
this means for (the protection of) consumers. Compared to other sectors, personalisation of the choice environment in the financial sector
is still limited, although financial firms indicate that they intend to make greater use of it in the future. By using personalisation, consumer
attention and behaviour can be influenced in a more targeted and effective manner. This presents both opportunities and risks. The AFM
considers it important that companies handle these new possibilities in a careful and responsible manner.
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Summary

The combination of large volumes of individual data and the use

of artificial intelligence (Al) enables companies to refine customer
profiles and personalise online choice environments with increasing
precision. Content, tone, order and design can be tailored to
consumer characteristics, preferences and behaviour. It is possible that
elements of the online choice environment are no longer determined
by a human, but by the outcomes of an algorithm. By making use of
generative Al (gen Al), content creation can even be fully automated.
In its most advanced form, this is referred to as hyperpersonalisation
of the choice environment: real-time, data-driven, dynamic and fully
tailored to the individual.

This AFM exploratory study indicates that financial firms intend to
make greater use of personalisation of the choice environment in
the future, although its current use remains limited compared to
other sectors. The use by banks, investment firms and crypto service
providers is generally limited to minor adjustments based on broad
customer segments, such as age groups or customers with or without
a mortgage. Initial steps towards more fine-grained and advanced
applications focus on personalising the content of advertisements,
notifications, email reminders and in-app banners. The design of the
choice environment is still largely a human task. Financial firms may be
held back by legal risks and uncertainties, as well as practical barriers
— such as legacy systems that lack flexibility and limited scalability of
personalisation. Financial firms participating in this exploratory study
aim to further personalise the choice environment in the future and
recognise the benefits of personalisation, for example for commercial
purposes, customer retention and supporting healthy financial
behaviour.

By personalising the choice environment, firms can influence users’
attention and behaviour in a more targeted and effective manner.
This presents both opportunities and risks. Personalisation can be
used to benefit consumers, for example by providing better support
for financial decision-making, offering greater insight into one’s
personal financial situation and improving the user-friendliness of
digital services. However, personalisation may also amplify the existing
risk of adverse influence of the choice environment. It may also come
with unintended side effects, such as negative effects on aspects not
captured by the algorithm, reinforcing (prior) unwise decisions, and
discrimination.

Conversational Al is expected to play an increasingly important

role within online choice environments; in the future, it could even
replace the traditional user interface entirely. This technology enables
consumers to communicate with financial firms in a personal and
accessible way. Conversational Al is expected to become increasingly
sophisticated, shifting its role from a customer service chatbot to

that of a fully-fledged financial assistant. Due to the automated and
dynamic nature of this technology, new risks also emerge, including
the risk of even more effective adverse influence. These risks warrant
increased attention in the coming years.

The Dutch Authority for the Financial Markets (AFM) encourages
financial firms to explore how personalisation of the choice
environment can be used to promote sensible financial decision-
making. It is important to handle these new possibilities in a careful
and responsible manner. This means that firms should carefully weigh
the application of personalisation and refrain from using it when it
does not serve the customer's interests. When defining the objectives
pursued through personalisation, commercial interests should never
take priority over customer interests. In addition, it is important to
actively monitor the impact of personalisation on (outcomes for)
consumers, paying specific attention to unintended side effects.

Hyperpersonalisation: a tailored online choice environment 3
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The AFM notes that firms are rightly cautious about the automated
use of gen Al in designing the choice environment. This allows

firms to maintain control over content quality and limit legal risks.
Additionally, it is important to give consumers meaningful control
over the personalisation of the choice environment. This means that
they should be able to decide at any time and for each application
whether they want a personalised choice environment — supported by
accessible settings and clear explanations.

It is important to respond in a timely manner to developments
related to the personalisation of choice environments. These
developments create new possibilities that sometimes lie near the
legal boundary between information provision and advice. The AFM
considers it important that financial firms have more clarity when
personalisation falls within the boundaries of providing advice.

The AFM will further explore existing uncertainties and act where
necessary. Additionally, we also remain committed to accessible and
targeted support for consumers in making financial decisions, with
attention to the opportunities that personalisation offers.

Finally, the possibilities for personalisation of the choice
environment raise new questions about the way in which the AFM
conducts its supervision. Building knowledge is crucial for effective
supervision. Through this and previous exploratory studies, we

deepen and enrich our understanding of the opportunities and risks

of digitalisation, Al and personalisation (AFM, 2024b, 2025b). The AFM
will examine how to maintain adequate oversight and supervision of
increasingly personalised online choice environments and their impact
on consumers.

Hyperpersonalisation: a tailored online choice environment 4
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1. Introduction

Companies have increasing opportunities to personalise the online
choice environment; in its most advanced form, we refer to this as
hyperpersonalisation. Consumers are spending more and more time
online, leaving behind a continuous trail of digital footprints. This
data enables companies to build an increasingly detailed picture of
the person in front of the screen. Combined with developments in
artificial intelligence (Al), it becomes possible to personalise online
choice environments — such as apps and websites — with greater
precision. As a result, consumers no longer all see the same choice
environment: content, tone, order and design can be adapted to
individual characteristics, preferences and behaviour. It is even
possible that the various elements of the online choice environment
are no longer determined by a human, but by the outcomes of an
algorithm. By using generative Al (gen Al), content creation can even
be fully automated. In its most advanced form, this is referred to as
hyperpersonalisation of the online choice environment: real-time,
data-driven, dynamic and fully tailored to the individual.

Outside the financial sector, personalisation of online choice
environments is already widely used. Examples include the Netflix
interface that is tailored to users’ viewing preferences, the TikTok feed
that shows exactly what holds someone’s attention, Booking.com
that offers travel recommendations based on previous choices, or a
webshop suggesting products purchased by similar consumers.

It is highly likely that personalisation — including in a financial
context — will take increasingly advanced forms. Consumers are
making more and more financial decisions online. Investing, saving,
borrowing, insuring, making payments: almost all of it takes place
through an app or website. As a result, financial firms have access
to growing volumes of data. Based on this data, they can make
predictions about the impact of adjustments to the online choice
environment on different groups. Examples include a pension fund'’s
online portal tailored to a participant’s age, a banking app sending

specific notifications targeted at customers with investment accounts
or an investment app adjusting the order of displayed products based
on a customer’s previous trading behaviour.
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Figure 1.1. A fictional example of what personalisation in the financial sector
might look like. In a banking app, customers receive different messages.
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The influence of personalised choice environments on consumer
behaviour is easily overlooked. Public and policy attention often
focuses on the impact of Al applications in the financial sector

that make direct decisions about or for individuals, such as credit
scoring or algorithmic trading (AFM, 2023b, 2025b; DNB, 2024). Less
attention is paid to the use of data and Al to personalise the choice
environment. Such use does not directly lead to different outcomes
for consumers, but can exert an indirect, subtle and often overlooked
influence on their decisions (Fisher & Oppenheimer, 2025; Susser,
2019). Particularly because this form of influence is easily overlooked
yet may have a significant impact on consumers, it warrants explicit
attention. In recent years, the AFM has paid considerable attention to
the influence of the — non-personalised — online choice environment.
For example, we have conducted observational studies on the design
of the online choice environment in investment and crypto apps
(AFM, 2023a, 2024a). And we have called on the sector to ensure that
the choice environment promotes sensible financial decisions (AFM,
2021a). With the introduction of the choice guidance standard for
pension providers, the AFM has devoted explicit attention to the choice
environment for pension participants (AFM, n.d.-a).

In this exploratory study, we examine the new opportunities
emerging for financial firms to personalise or hyperpersonalise
choice environments, and the associated opportunities and risks
for consumers. We consider a broad spectrum of applications: from
basic segmentation to advanced forms where an app adapts in real
time to the behaviour of the individual user. Chapter 2 discusses the
wide range of possibilities for (hyper)personalisation of the choice
environment and its influence on consumer behaviour. Chapter 3
focuses on current and future applications in the Dutch financial
sector. Chapter 4 outlines the opportunities and risks for consumers
associated with (advanced) personalisation in the financial sector. The
report concludes with recommendations for responsible use (Chapter
5).

The content of this report is based on academic publications, sector
and policy reports and a series of interviews with experts, software
providers and financial firms. The findings on current and future

uses of personalisation are based on conversations with a select

group of banks, investment firms and crypto service providers. They
do not necessarily provide a complete picture of the Dutch financial
sector. Although the insights are broadly applicable, this study focuses
primarily on banks, investment firms and crypto service providers.
These parties are expected to be the most advanced in personalising
the choice environment, due to their access to relatively large volumes
of customer data resulting from the high frequency of online customer
interactions and transactions. The potential for personalisation may

be particularly significant for these firms: given their broad and

diverse product offerings, there is considerable variation in customer
behaviour and ample opportunity to guide customers towards suitable
products. That said, other financial firms — such as mortgage providers,
pension administrators and insurers — also have opportunities to
personalise the choice environment.

Hyperpersonalisation: a tailored online choice environment 6
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Figure 1.2 Two fictional examples of how personalisation in the financial sector might look like. (1) In an investment app, the same products are presented and
highlighted in different ways, and the ease with which certain actions can be taken varies. (2) In a crypto app, the same information is displayed in different ways.
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Box 1. The building blocks of online

personalisation

Broadly speaking, personalisation requires three building blocks: data
available at the individual level, the interpretation of this data and

the application of these insights for personalisation. See the figure
below for an overview of the building blocks (based on Strycharz &

Duivenvoorde, 2021).

Building block 1: Data — the digital footprint
People leave behind a vast amount of data online. This is also referred
to as the digital footprint. On the one hand, this concerns data

that consumers explicitly share with firms and institutions, such as

1. Data

Available information about
the consumer

-

For example:
 Demographic data,

e Account information,
» Financial data,

* Feedback

behaviour,
» Usage patterns,
e Location data,

e Click, search and browsing

* Technical characteristics,

B
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Building blocks of online personalisation®

demographic data (e.g. age, gender, place of residence), account
information (e.g. preferences and settings), financial data (e.g. income,
transactions, purchased products) or feedback (e.g. reviews, customer
satisfaction surveys). On the other hand, there is a large amount

of data that is continuously shared in a more implicit way, such as
information about online click, search and browsing behaviour (e.g.
previously viewed pages or products, viewing time, search terms),
usage patterns (e.g. time of day, frequency), location data (e.g. IP
address, GPS location) or technical characteristics (such as device
type or browser). The increasing use of Al-driven chatbots creates

a new source of extensive data. In addition, data can be enriched

with contextual and other data, such as local weather conditions or
sociodemographic information linked to a postcode.

2. Interpretation 3. Application
Deriving insights and making ' Using insights for
predictions personalisation
Creating a customer profile by Personalisation of:
predicting: e Prices
» Preferences e Products
e Interests ¢ Product terms and
* Behaviour conditions

» Personality
e Mood
e Habits

e Customer service
e The online choice
environment

1 Note: The structure presented in this figure may give the impression that the process of online personalisation consists of three static and separate components. In reality, online
personalisation is continuously refined through experimentation, with consumer responses to personalised offerings being fed back into the model as data (Susser, 2019). This creates
an ongoing feedback loop from application to data, enabling companies not only to improve their predictions but also to implement real-time adjustments (Lemmens et al., 2025).

Hyperpersonalisation: a tailored online choice environment 8
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Building block 2: Interpretation — understanding the person behind
the data

The digital footprint can reveal a great deal about who someone is.
Innovations in Al — including machine learning, natural language
processing and gen Al — enable companies to identify patterns in data
and predict preferences. Companies can make increasingly accurate
assessments, also of aspects that individuals may not always be aware
of themselves.

Initially, data was mainly used to predict customer behaviour and
preferences; for example, the likelihood that someone would purchase
or cancel a product (Ascarza et al., 2018; Chaudhuri et al.,, 2021;
Haleem et al., 2022). However, due to the increased availability of
individual data, it is now also possible to predict deep psychological
characteristics (Matz & Netzer, 2017). Examples include inferring traits
such as extraversion, openness, risk attitude, materialism, need for
interaction and quality and price awareness based on various data
sources, such as social media and smartphone usage, conversations
with chatbots and financial transactions (Azucar et al., 2018; Bldmker
& Albrecht, 2025; Gladstone et al., 2019; Marengo & Montag, 2020;
Peters et al., 2024a; Ramon et al., 2021; Shumanov & Johnson, 2021;
Stachl et al., 2020; Tovanich et al., 2021).

Gen Al also makes it possible to use data types that were previously
difficult to analyse — such as written text and photos — to estimate
psychological and personal characteristics (Guenzel et al., 2025; Peters
et al., 2024a). Even moods, emotions and sensitive information such as
income, sexual orientation and political affiliation can, to some extent,
be inferred from online behaviour (LikamWa et al,, 2013; Matz et al.,
2019; Wang & Kosinski, 2018; Kosinski, 2021).

The accuracy of these estimates is certainly not perfect. It varies
depending on the nature and quality of the data, the way models are
trained and the extent to which data sources are combined (Azucar et
al., 2018; Hinds & Joinson, 2024; Peters et al., 2024b). Some traits are
also harder to observe and therefore more difficult to predict (Hinds &
Joinson, 2024). There are also questions about the validity of certain
estimates. For example, the Dutch Data Protection Authority (AP)

recently expressed concerns about models for emotion recognition
(Autoriteit Persoonsgegevens, 2025). Despite these caveats, it is
expected that estimates will become increasingly comprehensive and
accurate over the next ten years, thanks to developments in (Gen)Al,
the availability of even more fine-grained data and the integration of
data sources (Matz, 2025).

Building block 3: Application — from insight to personalisation
Companies can use data and the insights derived from it to distinguish
customer groups with similar characteristics. At the most basic level,
this means dividing customers into a limited number of (often manually
selected) segments or personas, for example based on age, satisfaction
or shared preferences. Thanks to the increased availability of data and
computing power, companies can combine data sources and analyse
patterns. This enables them to move from static segmentation to more
detailed, data-driven and even dynamic segmentation (Alves Gomes

& Meisen, 2023). In the most advanced case, this no longer concerns
customer segments but a profile at customer level (a ‘segment of one’,
Olayinka, 2021).

Firms can use these increasingly fine-grained segmentations to
personalise the online choice environment. Other elements of the
financial services process can also be personalised. For example, the
AFM recently published on the personalisation of insurance premiums
(AFM, 2024b, 2025a). We also published on the possibility that the
credit process and offering will become increasingly personalised in
the coming years (AFM, 2025b).

Hyperpersonalisation: a tailored online choice environment 9



AOWLAREIES REPORT

2. (Hyper)personalisation of the online choice environment

2.1 Opportunities for personalisation of the
online choice environment

The design of the choice environment influences how people

consider their options and which choices they ultimately make (AFM,

2021a). Designers can subtly steer people’s attention and behaviour.
This can be done, for example, by presenting certain options or
considerations more prominently, or by making certain actions easier
or more difficult. In this section, we discuss the many aspects of the
online choice environment that can be adapted to align with insights
about the user. Examples include personalising text and images,
structure and design, and providing decision support (based on
Munscher et al., 2016). Our focus is not limited to possibilities within
the financial sector; we also examine applications in other domains,
such as e-commerce, social media and entertainment.

Personalisation of text and visuals
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@ Hi, Job!
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doing well!
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An example of how
personalization of text
and visuals could be
implemented.

Personalisation of the choice
environment usually starts by aligning
textual and visual information more
closely with the recipient. This includes
adjustments in complexity, word choice,
amount of text, tone or framing and the
use of visual elements such as charts

and figures. Many studies show that
information is more persuasive and
effective when the message aligns with
an individual's personality, goals, needs or
values (Hirsh et al.,, 2012; Joyal-Desmarais
etal, 2022; Teeny et al.,, 2021).

In a simple form, this may involve adding someone’s name to a
message or targeting content at audiences to whom it is relevant
(Farahat & Bailey, 2012; Peer & Mills, 2025). Examples include an
advertisement for last-minute holidays shown only to people without
children, to those who previously searched for such offers or to people
living in regions with poor weather. Or an app that displays different
messages to customers who recently created an account compared to
those who have been customers for a longer period.

In a more advanced form, the displayed text is tailored to the
individual recipient. A series of field experiments showed that online
advertisements were much more persuasive and effective when
they reflected the personality traits of specific customers, such as
extraversion and openness (Matz et al., 2017). This microtargeting
approach has also proved effective in the political context. Dutch
research, for example, demonstrated that political messages are
more convincing when they align with the recipient’s personality
traits (Zarouali et al.,, 2022). Another possible application is

tailoring information to someone’s sensitivity to certain types of
argumentation, such as numerical evidence or emphasising social
norms. Developments in gen Al make it possible to create personalised
messages within seconds, which in many cases prove more effective
than non-personalised, human-created versions (Hackenburg &
Margetts, 2024a; 2024b; Matz et al., 2024; Teeny & Matz, 2024;
Simchon et al., 2024).

(Gen) Al also enable the creation of advanced visual content —

from images to virtual influencers — and tailoring this content to

the recipient. For example, Netflix personalises the image used to
recommend a film (Netflix Technology Blog, 2017). The same film

may be shown to one user with a romantic image and to another

with a humorous scene. Recent research on WhatsApp advertisements
also showed that personalising videos based on previous purchases
led to more customers clicking on them (Kapoor & Kumar, 2025).

Hyperpersonalisation: a tailored online choice environment 10
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Personalisation of structure and design
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An example of how
personalisation of
structure and design
could be implemented.

In addition to text and visuals, other
elements of the choice environment
can also be adjusted — such as which
options are displayed, how they are
presented and how easy it is to make

a particular choice. This form of
personalisation is especially well known
from entertainment and e-commerce
platforms, such as Spotify, Amazon and
Bol. These platforms assist users with
personalised recommendations to help
them discover new music or products.
Behind the scenes, these recommender
systems use data on user behaviour and
preferences to predict the most suitable
recommendations (Palomares et al., 2021;
Raza et al., 2024; Roy & Dutta, 2022).
The recommended options are then
prominently presented, enabling users to
easily navigate the vast range of available

choices. Specific features that are relevant to an individual user may

also be highlighted more prominently. This can result in certain options

being harder to find for some customers.

Next to recommending specific options, companies can also tailor
the number of options shown or the number of steps required to
take action. For example, customers who are expected to have limited
time or to make quick decisions may be shown fewer options (Long

et al,, 2025). A process can also be simplified by reducing the number
of steps needed to complete an action. Common applications include
prefilling previously provided information or skipping questions for
which the answer is already known. Default settings can also be
personalised, for instance by preselecting a payment method that a
customer has used before or one that is presumed to be preferred.

Finally, companies can estimate the most effective timing and
channel to bring a message or product to a customer’s attention
(Villanova et al.,, 2021). The timing and channel of suggestions can

be adjusted based on previous behaviours, such as the time at which
a customer has previously taken action. Other factors may also be
considered, such as location or weather conditions that may increase
the likelihood of certain behaviours (Peters et al., 2024).

Personalisation of decision support
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An example of how
personalisation of
decision support could
be implemented.
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Personalisation can be used to support
customers in making choices, for
example by tailoring reminders or
warnings to the individual's situation.

In this way, customers receive reminders
or warnings only when they are most
relevant. Research has shown, for
instance, that alerts sent when customers
were at risk of overdraft led to fewer
customers incurring penalties (Ben-David
etal., 2025).
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Gamification — the use of game and competition elements — and
online educational tools can also be personalised. Gamification
elements, such as leader boards and symbolic rewards, can be
displayed more or less prominently depending on the predicted
sensitivity of a specific user to this type of stimulus (Bennani et al,,
2021; Orji et al,, 2018; Rodrigues et al,, 2021; Tondello et al., 2017).
Online educational tools can also be personalised using Al or gen Al
to achieve better outcomes. For example, tailoring the style, difficulty
level and learning process to the psychological characteristics of
university students led to higher satisfaction, increased engagement
and a greater proportion of completed tasks (Hu & Shao, 2025).

Chatbots and other virtual assistants based on gen Al offer
particularly strong opportunities for advanced forms of
personalisation. These conversational Al tools can support users

in making choices, for example by providing tips or explanations,

or by suggesting products that match what is known about the

user. These tools can also adapt their communication style to the
recipient (Shumanov & Johnson, 2021). Recent research even showed
that a chatbot, with only limited demographic information about

the recipient, was more effective in formulating persuasive and
personalised arguments than a human (Salvi et al., 2025).

2.2 Hyperpersonalisation: a fully tailored choice
environment

The elements described above form the foundation of a fully
personalised choice environment and customer journey (Gao &
Liu, 2022; Jesse & Jannach, 2021; Johnson, 2021; Sunstein, 2024).
Personalised advertisements can attract new customers to use a
platform or purchase a product. Tailored notifications can be used
to draw users’ attention to relevant features or products at the right
moment. The structure and layout of an app or website can also be
personalised: the order in which options are displayed, how they are
categorised and which elements stand out most.

A further step is the personalisation of the entire user interface

— the visual and functional design of the environment itself. This
could include interfaces that better match the digital skills of older
adults or the accessibility needs of people with disabilities, but also
adapting an interface in such a way that it exploits a user’s sensitivities
(Wasilewski & Kolaczek, 2024). Technically, it is even possible to
continuously adjust the entire design of websites and apps based on
the characteristics and click behaviour of individual users (Hauser et al.,
2009; 2014; Liberali & Ferecatu, 2022).

Hyperpersonalisation: a tailored online choice environment 12
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Box 2. From personalisation to
hyperpersonalisation

The degree of personalisation varies widely, from general customer
segmentation to real-time, individual interaction. As personalisation
becomes increasingly data-driven, individual and context-specific, it

is referred to as hyperpersonalisation (Abels et al., 2025; Cegiela et

al., 2022; Mills, 2022a; Riverty, 2025). The figure below illustrates this
transition. In hyperpersonalisation, insights are applied in real time and
continuously adjusted based on the current behaviour and response of
the individual customer. The use of (Gen)Al is essential here to make
individual predictions and to automatically generate personalised
offerings.

What is hyperpersonalisation?

9
:

Personalisation: Adjustments based on
customer segments or personas, mainly
using static data. The choice environment is
tailored to similarities within customer
groups. The content is mainly generated by
humans.

No personalisation: Everything is the same
for every customer all the time.

Hyperpersonalisation: a tailored online choice environment 13
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Hyperpersonalisation: Adjustments based
on the individual customer (‘'segment of
one'). Uses dynamic data, such as real-time
behaviour, transactions and context. The
choice environment is tailored to an
individual's preferences and situation. The
content in such a choice environment is
selected and sometimes even fully
generated by Al.
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The question is what developments in hyperpersonalisation mean for
the choice environment of the future. Mills & Saetra (2024) describe
the possibility of an ‘autonomous choice architect’: a system in which
Al fully takes over the role of the human designer of the choice
environment. These systems are driven by data and programmed to
maximise a specific objective. They continuously learn from new data
on user behaviour, preferences and characteristics, and dynamically
adjust the choice environment based on the most up-to-date

insights about the individual customer. These developments at the
intersection of data science and behavioural science offer new — and
previously almost unimaginable — possibilities to influence and support
consumers online (Mills, 2022a; Morozovaite, 2023; Yeung, 2019).

2.3 Personalisation increases the influence
of the choice environment

Personalisation can significantly enhance the influence of the
choice environment on consumers. The more designers know
about individual users, the more precisely they can steer behaviour
and decision-making (Mills, 2022b; Narayanan et al., 2020; Porat &
Strahilevitz, 2014; Susser et al., 2019). This influence may be further
amplified through the use of conversational Al (Costello et al., 2024;
Dellaert et al.,, 2020; Hackenburg et al.,, 2025). Conversations with Al
agents align more closely with natural forms of communication than
static messages and enable immediate responses with personalised
counterarguments that prompt reflection. In its most advanced form,
hyperpersonalisation — through continuously optimised steering

— may put consumer autonomy under pressure, which raises the
question of whether individuals are still able to make truly free choices
(Mills & Saetra, 2024).

By tailoring the choice environment, companies can increasingly
influence users’ attention and behaviour. However, this does not
mean that the influence of a personalised choice environment is
all-encompassing. Research suggests that the impact on behaviour is
often subtle. For example, individuals with strong preferences are less
susceptible to be influenced than consumers without clear preferences
(De Ridder et al., 2022). Even with a highly accurate understanding

of someone’s characteristics, it is unlikely that personalised steering
would persuade someone who has voted ‘left’ for years to suddenly
vote for a ‘right-wing’ party. A personalised choice environment has an
amplified influence on behaviour, but it is not a ‘brainwashing machine’
(Matz, 2023).

Hyperpersonalisation: a tailored online choice environment 14
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3. Application in the financial sector

3.1 The first steps towards a tailored online
choice environment

Personalisation of customer contact is not new in the financial
sector. In direct interactions between staff and customers — for
example, at a physical branch — personalisation used to be a natural
part of the process. Staff could respond to non-verbal cues, ask
questions, adjust their tone and make suggestions based on what

they heard and observed. The digitalisation of financial services has
largely replaced this personal contact, making it more difficult to adjust
customer interactions based on individual needs.

The possibilities for online (hyper)personalisation are currently
receiving significant attention within the financial sector (Cegiela et
al., 2022; Deloitte, 2024; McKinsey, 2022, 2024). For a long time, the
online choice environments of financial firms looked virtually the same
for all customers. Over the last years, this situation has been changing,
driven by new technologies and the increased availability of customer
data. Many financial firms indicate that they are exploring how to
personalise elements of the choice environment.

However, conversations with experts, software providers and
financial firms — including banks, investment firms and crypto
service providers — reveal that advanced personalisation is certainly
not yet common practice. In reality, personalisation is often limited to
minor adjustments based on broad customer segments. For example,
a bank may display a banner promoting an investment account only to
customers with at least €30,000 in assets. Or an investment app may
vary its list of most-traded stocks depending on the country of the
user.

The first steps towards more fine-grained and sophisticated forms of
personalisation are mainly being taken in online advertising aimed

at potential customers. Here, the tone and content of advertisements
are tailored to the estimated preferences of customer segments. These
segments can be defined with increasing precision and targeted more
effectively, for example through social media.

Some financial firms go a step further by personalising notifications,
email reminders and in-app banners. A global study by Deloitte
(2024) among 349 banks found that 18% send personalised messages
to customers. Among the group of banks leading the way in digital
innovation, this figure was 61%. Based on available customer data

— such as demographic characteristics and previous app behaviour

— the message deemed most relevant at that moment is selected.
These messages may support new customers during onboarding or
inform existing customers about new features or additional products.
In practice, a suitable message is usually selected from a predefined
library of standard texts. These messages are not tailored in content or
tone to the individual — meaning the level of personalisation remains
limited. The timing and channel of delivery are also generally not yet
personalised.

Other elements of the choice environment (beyond advertisements
and messages) are rarely personalised by financial firms. In some
cases, different versions of an app are available depending on account
type or user experience — for example, a ‘pro version’ of a crypto app
offering more advanced features. Customers may also be able to
customise parts of the app themselves, such as enabling or disabling
certain notifications or changing the order of accounts. Aside from
such exceptions, the basic structure of the online choice environment
is typically the same for all users.
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Financial firms primarily use gen Al for customer service or to
support internal processes. The design of the choice environment

is still largely a human task. Some firms are experimenting with Al-
generated content, mainly for advertisements or messages. In these
cases, staff write the prompts based on insights into broader customer
segments, and also decide which messages are ultimately published.
Therefore, it is not yet common practice to automate entire steps in
the design process.

3.2 Why (hyper)personalisation is still rarely used

Financial firms offer various explanations for the limited use of
personalisation within the choice environment. A key barrier is the
lack of flexibility in existing systems. Many firms, for example, are not
yet able to effectively link and utilise customer data from different
sources. This is partly due to internal structures often being organised
around products rather than around customers (Cegiela et al., 2022).

In addition, there are clear limits to the scalability of personalisation,
as it requires a large volume of diverse content. This demands
significant manual effort from marketing and communication

teams. Although it is technically possible to automatically generate
and select personalised messages and product information, many
firms report that they cannot yet fully rely on Al-generated content.
Human oversight remains necessary to ensure content quality, legal
compliance and brand alignment.

Personalisation of other elements — such as the structure or order
of information — is technically more complex and therefore even
less scalable. Many firms choose to first gain a better understanding
of the impact of personalised messaging before investing in further
personalisation of the choice environment. Moreover, some firms
indicate that there is still considerable room to improve the general
usability of the choice environment, independent of personalisation.

Beyond practical barriers, there are other reasons for the cautious
approach to personalising the choice environment. Some firms
perceive legal risks to be high, partly due to uncertainty around the
interpretation of laws and regulations. For example, there is ambiguity
about when personalisation may be considered advice: in execution-
only services, there is concern that personalised elements could be
interpreted as implicit advice. This uncertainty may discourage firms
from applying more advanced forms of personalisation. Additionally,
not all firms appear fully aware of the steering effect of design choices
within the choice environment. As a result, there is less focus on
personalising these elements. While the influence of advertisements
and messages is often explicitly discussed, the more implicit influence
of elements such as order, layout or visual presentation of information
tends to receive less attention. Finally, firms may be hesitant to apply
personalisation out of concern that customers will perceive it as
intrusive or as a violation of their privacy. This can also make firms
reluctant to request consent for the use of, for example, transaction
data for personalisation purposes.

3.3 Financial firms aim to make greater use of
personalisation in the future

Based on the conversations held, it appears that many financial firms
intend to (further) personalise the choice environment in the future.
Firms cite various benefits and point to other applications with much
potential for personalisation, such as the expansion into ‘superapps’
and conversational Al.

Financial firms note that personalisation can offer direct

commercial value in several ways. While some focus on personalised
advertisements to attract new customers, others concentrate on
personalised messages about additional products and services. Firms
see advanced personalisation as a way to increase the likelihood that
customers will take desired follow-up actions. For example by tailoring
not only the content but also the tone of messages to the individual.
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Firms also recognise the benefits of personalisation in fostering
customer loyalty and encouraging active use of the app or website.
As more features and products are added to online environments,
there is a risk that customers may struggle to navigate or may
disengage entirely. Personalisation can be used to improve the
usability of the app, for instance by reducing irrelevant messages or
guiding customers to the right place at the right time. This is expected
to increase the likelihood that customers will use the provider as

their primary financial firm. The resulting active app usage generates
data and insights that can further enhance targeted and effective
personalisation. Many financial firms also believe that customers
increasingly expect a personalised experience online and may be more
likely to switch to a competitor if they do not receive it.

Firms also highlight the potential of personalisation to promote and
support sensible financial behaviour. By estimating which actions are
most appropriate for a customer’s financial situation, firms can offer
proactive support. Examples include personalising financial information
and education, sending reminders to set money aside or providing
insights into (predicted) cash flows. Other examples include support in
setting and achieving savings goals, or steering customers to schedule
a meeting with a financial advisor. Firms aim to improve their ability to
predict which action is sensible for which customer at a given time.
They expect that such initiatives will also be commercially valuable, as
they may contribute to a loyal and financially healthy customer base in
the long term.

From the conversations, it emerges that the potential of
personalisation may be even greater for apps that evolve into
‘superapps’. These apps combine multiple financial and non-financial
services within a single platform (Van der Vlist et al., 2025). Superapps
have so far been especially popular in China and Southeast Asia.
However, financial firms operating in Europe have also expressed
ambitions to integrate more services into a single app (Browne, 2025;
PayPal, 2022; Revolut, 2022).

Finally, many financial firms indicate that they are focussing on
further developing gen Al-based chatbots. Firms see strong potential
in using conversational Al to deeply personalise customer interactions.
With the rise of Al and gen Al, chatbots have become commonplace
on the websites and apps of financial firms. Chatbots are expected to
offer increasingly advanced functionalities and play a more prominent
role within the online choice environment. Box 3 explores this
development in more detail.
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Box 3. Interacting with the choice environment:
is conversational finance the future?

independently performing tasks, retaining context and offering
proactive advice — may further transform how consumers receive
financial information and make decisions. At the same time, this will

At present, financial firms primarily use chatbots for customer service deepen the integration between the financial sector and technology
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and to provide general information. However, this functionality is
rapidly evolving: customers can ask an increasing variety of questions,
and some chatbots already offer personalised insights based on
transaction data. Consumers are also becoming more familiar with
interacting with Al assistants, partly due to applications outside the
financial context, such as ChatGPT.

In the near future, financial firms are expected to experiment with
broader use of chatbots as personal assistants for financial decision-
making. Voice-controlled assistants (such as Alexa, Siri or Google
Assistant) and video assistants also fit within this development towards
conversational banking or conversational finance. Within this trend,
financial firms are using gen Al to enable natural, contextual and
personalised communication with customers. More advanced Al
assistants are likely to play an increasingly prominent role within
financial apps. When these assistants can also access real-time
customer data — such as transaction history and previous interactions
— their role will shift from virtual customer service to virtual financial
assistant. In a global study by Accenture, 62% of surveyed consumers
indicated they were open to using a financial Al assistant (Abbott et al,,
2025). Developments in conversational finance may eventually result in
the traditional user interface of financial apps being replaced by a new,
fully personalised form of interaction.

An important open question is whether the development of
conversational finance will take place within the platforms of financial
firms or whether this will increasingly be embedded in conversational
Al tools outside the financial sector. Crypto company Coinbase is, for
example, already collaborating with the Al search engine and chatbot
Perplexity. This allows users not only to view real-time market data in a
dashboard, but also to ask questions about it directly. When entering
this partnership, the stated ambition was that the Al chatbot would
eventually be able to execute transactions and manage portfolios
(Carter, 2025). Developments around universal Al agents — capable of

companies.

/ G T lil'\

How much money do | have ~
to spend this month, after ‘
paying my bills?

Hi, David! This month you
' have €300 left.

Can you help me to save ~
money this month? ‘

Sure, I'll send you some tips

' to save money based on
what | know about your
spending pattern.

For example, you could start
by...

\_ D )

A fictional example of a conversation with a
financial Al assistant.
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4. Opportunities and risks

4.1 Personalisation offers opportunities to
support consumers in making financial
decisions

A personalised choice environment can support consumers in
making sensible financial decisions. When the tone and visual
presentation of information align with individual preferences and
needs, consumers are more likely to receive the information they
require. Examples include the use of plain language, infographics

or interactive elements tailored to the user's level of knowledge,
preferences and context. An investment app might display interactive
charts more prominently for customers who have previously engaged
with visual elements. A pension provider could use gen Al to generate
messages that best match specific (groups of) pension participants.

Better alignment of available options and information with individual
consumers can also help reduce choice overload and information
overload. Personalising the order or categorisation of available options
makes it more likely that consumers will find what they need - or
discover what may be relevant to them — without feeling overwhelmed
(Dellaert et al.,, 2024; Hutmacher & Appel, 2023; Johnson, 2021;
Sunstein, 2024). The added value for consumers seems greatest in
situations where they have to navigate a broad or complex product
offering. It is possible to adapt the structure and layout of an app based
on customer data, making it easier for customers to find what they are
looking for or need. For example, if a customer does not yet have a
savings buffer, the bank could adjust the app layout to make it easy to
set up an automatic savings instruction. Alternatively, customers who
already save and have a substantial buffer could be guided more easily
towards suitable investment opportunities.

A personalised choice environment can also help consumers by
drawing attention to relevant considerations at times that matter.
Well-timed reminders, alerts and suggestions can support consumers
by highlighting crucial decisions and risks. A good example of this
was shown in a field experiment in which personalized alerts were
sent when customers were at risk of overdraft. These alerts led to a
reduction in overdraft fees (Ben-David et al., 2025). Personalisation
can also contribute to financially healthy behaviour. For instance by
offering personalised support in achieving savings goals, providing
insights into spending patterns or highlighting rising or duplicate
expenses. Through personalised gamification and tailored education,
financial firms can encourage healthy financial behaviour and help
customers understand the consequences of their choices. The rise
of conversational Al also makes it possible to support customers

in an accessible way — by means of a virtual financial coach. There
are already apps that provide users with conversational support in
managing their money.

4.2 Personalisation may have undesirable
consequences for consumers

Personalisation of the online choice environment does not
automatically lead to better outcomes for consumers; it may amplify
existing risks of adverse influence. Financial firms pursue commercial
objectives — such as product sales or active app usage. Ideally, these
objectives do not conflict with the customer’s best interest. In practice,
however, such conflicts occur regularly. Systems for (automated)
personalisation can increase this tension. They optimise on the basis
of data and algorithms and are increasingly capable of responding to
individual sensitivities (Helberger et al., 2022; Susser et al,, 2019). In this
way, personalisation may increase the existing risk of adverse influence
of the choice environment — such as previously observed steering in
cryptoapps towards active app usage or trading (AFM, 2024b). Think

of apps that might trigger certain behaviours by exploiting a person’s
vulnerabilities or emotional state.
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Advanced personalisation makes all consumers potentially
vulnerable. The availability of large volumes of individual data

and continuously learning models makes it possible to determine
how and when someone can best be influenced. In the case of
advanced personalisation, vulnerability is no longer limited to group
characteristics, such as young people or individuals in debt (Zac et al.,
2023). Advanced personalisation can make any consumer vulnerable,
as it enables the creation of an individual ‘persuasion profile’ — which
may even vary depending on context and timing (Busch & Fletcher,
2024; Helberger et al., 2022).

Even when financial firms use personalisation with the intention of
helping customers, unintended side effects may occur. For example,
firms may overlook considerations that fall outside the learning scope
of the algorithm — such as the long-term impact on consumers’
broader financial wellbeing (Stray et al,, 2024). Moreover, systems

that primarily recommend variations based on previously observed
behaviour may reinforce (prior) unwise choices and limit exposure

to alternative options (Izyumenko & Senftleben, 2025). Consider an
investment app that repeatedly highlights products similar to those
previously purchased, potentially resulting in a poorly diversified
portfolio. A similar issue may arise with conversational Al. Because the
options and information shown depend on the prompts entered by the
user, consumers often receive suggestions that align with their existing
preferences — while unfamiliar or alternative possibilities remain out of
view.

Poor-quality algorithms and data can also lead to suboptimal
outcomes for consumers — or even to discrimination. For instance,
savings or investment opportunities may be shown less prominently
to customers living in postcode areas with lower average incomes.
This may make them less inclined to accumulate wealth. In a previous
publication on the impact of Al on the financial sector, the AFM and
DNB also highlighted these and other risks related to algorithm use
(DNB, 2024).
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Box 4. What do consumers think about
personalisation and the use of their data?

Personalisation can evoke both positive and negative reactions among
consumers. People increasingly expect online environments to be
user-friendly, intuitive and easy to navigate. These expectations may
be even higher among digitally native generations, such as Generation
Z (AFM, 2025c). Personalisation offers opportunities to meet these
expectations. At the same time, it raises important questions around
acceptance, privacy, transparency and control. Research shows that
people often accept personalised services, but are more negative
about the collection of personal data required to enable them
(Halsworth, 2023; Kozyreva et al., 2021). This tension reflects what

is known as the ‘personalisation paradox’: personalisation leads to
positive reactions due to increased relevance or ease of use, but also
raises concerns about privacy and control (Aguirre et al., 2015; Sutanto
et al., 2013). Negative reactions may arise when consumers perceive
detailed or unexpected personalisation as a form of surveillance, a
breach of privacy or an attempt at manipulation (BIT, 2023; Nobile &
Cantoni, 2023).

Although people often state that privacy is important to them, their
online behaviour does not always reflect this (Kokolakis, 2017). The
collection and use of customer data by companies for personalisation
purposes typically requires, among other things, explicit consumer
consent. In practice, consumers often accept cookies or terms and
conditions routinely. It is often difficult for consumers to understand
what they are agreeing to and what the implications are (Matz, 2025).
Time constraints, cognitive load and ‘privacy fatigue’ — caused by
frequent consent requests — make it hard to make informed decisions
(Choi et al., 2018). Moreover, the way consent is requested (or can be
withdrawn) is often unclear or not user-friendly (Kozyreva et al., 2021;
Utz et al,, 2019). Examples include vague language, misleading buttons
or hiding information in general terms and conditions.

Personalisation also raises questions about transparency. It is difficult
for consumers to determine when personalisation is taking place and
what it is based on. The personalised choice environment effectively
forms an invisible layer between the user and the choice (Busch &
Fletcher, 2024). For example, consumers typically have no idea which
advertisements or choice environments other users are seeing. This
lack of awareness may make people more susceptible to influence
(Strycharz & Duivenvoorde, 2021). And even when consent has been
given and it is clear that personalisation is occurring, it may still be
unclear — especially in the case of automated personalisation — which
data and logic underpin the choices presented.
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5. Responsible application

5.1 Careful and responsible application by
financial firms

The AFM encourages financial firms to explore how personalisation
can be used to promote sensible financial decisions. It is important
to handle these new possibilities in a careful and responsible manner.
Naturally, firms must comply with applicable laws and regulations
when applying personalisation within the choice environment. Box

5 provides a brief, non-exhaustive overview of potentially relevant
legislation.

It is the responsibility of financial firms to carefully assess the
application of personalisation in the choice environment and to
refrain from using it when it does not serve the customer’s best
interest. Responsible implementation of personalisation begins by
defining the objectives pursued. For what purpose will the choice
environment be optimised? And to what extent will this contribute to
sensible financial decision-making? The commercial interests of the
firm should not take precedence over the customer’s interest.

In addition, active monitoring of the influence of personalisation

on (outcomes for) consumers is crucial. Personalisation can make all
consumers more vulnerable to undesirable influence. Firms should

pay special attention to unintended side effects when applying
personalisation, such as negative effects on outcomes that fall outside
the scope of the algorithm, the reinforcement of (prior) unwise choices
and the risk of discrimination.

We note that firms are rightly cautious about the automated use

of gen Al in designing the choice environment. This allows firms to
maintain control over content quality and limit legal risks. Also, the
broader use of conversational Al requires increased vigilance due to
the fully automated nature of customer interactions and the potentially
stronger influence it has on consumer behaviour.

Responsible implementation also requires that consumers have
meaningful control over personalisation within the choice
environment (Hutmacher & Appel, 2023). This goes beyond the
current, often unclear and user-unfriendly design of informed
consent. Meaningful control means that consumers should be able
to decide — at any time and for each application — whether they want
a personalised choice environment, supported by accessible settings
and clear explanations. This ensures that consumers can always
revert to a fully non-personalised environment and assess whether
personalisation offers personal benefits.
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Box 5. Legal and regulatory framework

When personalising the choice environment, different legal
frameworks may apply depending on the type of financial firm. It is
the responsibility of the financial firm to be aware of and comply with
the applicable laws and regulations. Below is a brief, non-exhaustive
overview of potentially relevant legislation and regulation.

1. Duty of care and customer interest

The Dutch Financial Supervision Act (Wft) and related regulations
contain duty-of-care provisions that financial firms must comply

with. The purpose of these duties is to protect consumer interests.
Financial firms must remain mindful of these interests and act with
care, even when applying personalisation. Sector-specific legislation
often includes its own duty-of-care requirements. For example, under
MiCAR, crypto service providers are required to act in accordance with
the interests of their existing or potential clients.

2. Information provision and advice

Information within a personalised choice environment must meet the
legal requirements for information disclosure. For example, it must be
correct, clear and not misleading (AFM, 2024c). When personalising
the choice environment, it is important to consider the boundary
between providing information and giving advice (AFM, 2021b). Advice
occurs when a specific recommendation is made about a financial
product that is tailored to the customer’s personal situation. For
example, investment firms may be deemed to provide advice if the
online environment implies that a financial instrument is suitable for a
particular investor — such as by sending a message about instruments
purchased by investors with similar characteristics and needs (ESMA,
2023). In cases of advice, firms must comply with the relevant legal
requirements, including rules on gathering customer information

in advance, commission standards and advisor competence
requirements.

3. Product governance and the choice environment

Legal requirements for the product development process (‘product
governance’, AFM, n.d.-b) may have implications for personalising the
choice environment. Adequate product governance means, among
other things, that financial firms ensure products are distributed to
the intended target group and not (systematically) beyond it. Product
information and distribution must also be aligned with the target
group, as far as can reasonably be expected. In addition to product
governance requirements, various European legal standards aim to
protect consumers from harmful online choice architecture and dark
patterns, including the revised DMFSD Directive, which will come into
force in mid-2026 (Busch & Fletcher, 2024).

4. Choice guidance in pension decisions

Since 1 July 2023, the choice guidance standard requires pension
providers to enable participants to make appropriate choices.
Understanding the needs, characteristics and capabilities of (groups
of) pension participants forms the basis for effective choice guidance.
Pension providers may decide to segment or personalise elements of
the choice environment based on these insights (AFM, n.d.-a).

5. Use of data and algorithms

Data and algorithms are typically the foundation for personalising the
online choice environment. All firms that process personal data must
comply with the GDPR. Oversight of the GDPR lies primarily with

the Dutch Data Protection Authority (Autoriteit Persoonsgegevens).
The European Al Act includes a ban on manipulative, misleading

and exploitative Al systems (Autoriteit Persoonsgegevens, 2024a).

To prevent discrimination, the Al Act also prohibits certain systems
that assess or classify individuals based on behaviour or personal
characteristics (Autoriteit Persoonsgegevens, 2024b). When using
algorithms, it is important that firms document or can reconstruct how
choices were made in the customer's interest, for example in the case
of conversational Al.
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5.2 Implications for supervision

It is crucial that supervision responds in a timely manner to
technological developments related to the personalisation of

the choice environment, including conversational Al. These
developments raise questions about the alignment of current laws
and regulations and the supervision of the rapidly changing choice
environment. Although, much legislation is technology-neutral,
uncertainty about existing regulations may slow down innovation. This
could lead to missed opportunities to support consumers in making
sensible financial decisions.

The AFM considers it important that financial firms have clarity on
when personalisation falls within the scope of financial advice. The
trend towards personalising the choice environment creates new
possibilities that sometimes lie near the legal boundary between
information provision and advice. Examples include automatically
highlighting certain products or product features for an individual
customer or sending personalised messages about specific
products. Some financial firms experience uncertainty about when

personalisation of the choice environment classifies as financial advice.

As a result, they may be hesitant to use personalisation. The AFM will
further explore such uncertainties and take action where necessary.
In this context, we are also following with interest the recent efforts
by the Financial Conduct Authority in the United Kingdom to provide
more clarity on the boundary between information and advice (FCA,
2025). We invite financial firms to share any concerns they may have
on this topic with the AFM.

In the coming years, our focus will be on accessible and targeted
support for consumers in making financial decisions. Developments
in personalisation offer opportunities to guide consumers in an
accessible manner towards sensible financial choices. The AFM

sees significant potential for such support, also when firms do not
make recommendations about specific financial products. Examples
include providing insight into the personal financial situation or
highlighting relevant and potentially sensible choices - such as
supplementary pension saving for the self-employed or options for

making homes more sustainable for homeowners. Moreover, the
choice environment can be tailored at segment level to emphasise
important considerations, for example when weighing saving against
investing. The AFM is committed to accessible and targeted support
for consumers in making financial decisions, with attention to the
opportunities that personalisation offers.

Finally, the possibilities for personalisation of the choice
environment raise new questions about the way in which the AFM
conducts its supervision. Through this and previous exploratory
studies, we are building our knowledge of the opportunities and

risks associated with digitalisation, Al and personalisation (AFM,
2024b; 2025b). Personalisation increases the volume of content
under our supervision, while its visibility decreases. We will therefore
examine how we can maintain adequate oversight and supervision
of increasingly personalised online choice environments and their
influence on consumers. It is also important to monitor developments
among foreign firms that are not under AFM supervision but do serve
Dutch consumers. Finally, as conversational Al is expected to play an
increasingly prominent role in choice environments, this technology
warrants additional attention in the coming years.
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